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Synopsis
The Schrödinger eigenvalue problem is treated by a matrix method. A proce

dure for obtaining eigenvalues is developed for the following rather general cases: 
1) I = 0, and the potential function is assumed to be integrable in the Lebesgue 
sense over a finite interval (0, L), vanishing elsewhere; 2) I 0, and the potential 

a bis assumed to be of the form — — + Vo (r), Vo (r) possessing a power-series expansion 
w'ithin the interval (0, L) and vanishing elsewhere (this expansion will not, how
ever, be needed in the calculations). The eigenvalues appear as roots of a rapidly 
converging power series. The eigenfunctions are expressed directly in terms of 
the functions obtained in the process of forming the above power series.

Printed in Denmark 
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1. Introduction

In the present paper we are going to consider the Schrödinger eigen
value problem

d2R 2 d_R 
dr2 + r dr R + lt(A-V(r))fi = 0

l?(0) < oo and Jf(r)-*O,  as r->oo
(1.1)

in the following two—fairly general—cases:

CASE I: 1=0, and the potential V(r) differs from zero only within a 
finite interval [0, L]. Besides that, we only assume that V(r) is integrable 
in the Lebesgue sense over the interval [0, L]. By doing this we believe 
to have included all potential functions of practical interest with the sole 
restriction that the possible singularities of the potential function for some 
r'e [0, L] must be of the order (r-r')~a, where a<l.

CASE II: 1=^0, and the potential is of the form

V(r)-^-;-V0(r), (1.1a)

where necessarily (more precisely: [/(21 + l)2 + 4 ka must not be an 
integer). Furthermore, Vo (r) is assumed to be different from zero only 
within the interval [0, L], possessing there an absolutely convergent power
series expansion. This expansion will not, however, be needed in the cal
culations.

The basic idea of our considerations is the following: we throw the 
differential equation (1.1) into the matrix form 

1*
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and are thus led to consider a matrix differential equation of the first order, 
to which many useful mathematical relations apply.

Let us write (1.2) more briefly as

(1.2 a)

where z and B(r) are clear from (1.2).

In CASE I it is easy to find a matrix Z)(r) such that the transformation 
z = Dy[ leads to a matrix differential equation

^-A(r)n = 0 (1.2b)
ar

in which the elements of B(r) are functions integrable in the Lebesgue 
sense over the interval [0, L]. If we now require that ^(0) = t]q, then the 
unique solution of (1.2 b) will be the well-known matrix series

= ( / + Î Ac/r + ( Ad/q îidr2+ . . . Uo = -^ (A) (1.3)
\ «'O <0 l'o /

where I denotes the unit matrix. The matrix ï2q(A) is usually called a matri- 
zant. The properties of the matrizant will be discussed in section 2.

The conditions which were imposed upon B(r) are now written into 
matrix form, and finally—as will be shown in section 2—the formula

RMII (1.4)

for the eigenvalues is obtained.
As we see from (1.4), the matrizant (A) is the core of our eigenvalue 

problem.
The forming of -Qq(A) is possible, but highly unpractical to carry out 

by means of the definition (1.3). In section 3 a procedure is developed 
which, avoiding the direct use of (1.3), gives the matrizant -Qq(A) as a 
power series in Â. This procedure is very little sensitive to the form of the 
potential function; only the above-mentioned Lebesgue integrability is 
needed to assure the convergence of the series obtained. The procedure 
is particularly well suited for handling eigenvalue problems where the 
potential is given in tabular form. The left-hand side of (1.4) becomes an 
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infinite convergent power series in |/Â'| z| whose real zero points—when such 
points exist—are the discrete eigenvalues of our problem. As an application, 
the case of a square well is considered in section 3.

In CASE II, where I # 0 and where the potential function is of the form 
(1.1a), it is impossible to find a matrix D(r) such that the transformation 
z = leads from the differential equation (1.2a) to a differential equa
tion (1.2b) in which the elements of A(r) are functions integrable in the 
Lebesgue sense. The simplest form which one may obtain from (1.2 a) in 
this manner turns out to be

(1-5) 

where C is a constant matrix and where G(r) has the same properties as 
A(r) in (1.2 a). As is well known, the matrizant (1.3) does not exist for

Cthe matrix — 4- G (r). It is possible, however, to obtain—by application of 

well-known theorems from the matrix calculus—a matrizant-like solution 
of (1.5), as is shown in section 5. Also a procedure of giving this modified 
matrizant as a power series in À is developed there.

The eigenvalue equation for CASE II is derived in section 4. The formula 
obtained is very similar to the formula (1.4). It contains, besides the modified 
matrizant, Whittaker functions. The eigenvalue problem of CASE II is 
somewhat more complicated than that of CASE I. There is, however, no 
essential difference in the handling of the two cases.

In both the above cases the functions we obtain when forming the matri
zant yield the eigenfunctions without further calculations.

2. Case I

We shall consider the eigenvalue problem 

7?(0) <oo and 7?(r)->(), as r->oo
(2.1)

arising from (1.1) when we put I = 0. Here |Â| denotes the absolute value 
of the negative eigenvalue A. The potential function V(r) has the properties 
given on page 3.
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The substitution

Ä- —
r

brings (2.1) into the form

^-i(|A| + V(r))»-0

iv (r) = 0 (rr), v> 1, as r->0, and u?(r)->0, as r->oo.

(2-2)

(2.3)

We now throw the eigenvalue problem (2.3) into matrix form as follows:

(2.4)

where C\ is a real constant. At r = 0, the above is a necessary condition 
for iv (r) = 0 ( rv), v > 1. It is, however, also sufficient, as will be seen later 
(cf. (2.15)).

The differential equation in (2.4) is of the form

where, in our case,

0 7<(|Z| + Vo(r))

and A = I
\ 1 0

(2.5)

If it is required that z (0) = z0 (= const.), the unique solution of (2.5) will 
be, according to what was said in section 1, the series

where J is the unit matrix.
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For our present purpose we mention the following facts about the matri- 
zant (1):

Let the elements Ay(r) of A be functions integrable in the Lebesgue 
sense in the finite interval [0, L]. Then

1° the series (2.6) converges absolutely and uniformly in [0, L],
2° the inverse of £?□ (A) exists for every re[Q,L],
3° ß£(A + ß) = ßJ(A)£J{ [£>; (A)]'1 BS'e (A)},
4° for a constant matrix A we shall have (A) = exp (Ar),

5° det Ûq (A) = exp Tr Ad r
\«'o

We now return to the eigenvalue problem (2.4). Let us write

4 JO À(|Â|+V(r))
1 \1 0

Jo Â’|Â|\
"Ai « ;

ivj (r) for re [0, L]

lvii(r) f°r re IX» °°L

Then, according to what was said above,

w (r) =

and

dr I
. / = (^zz) zii > (2.8)

where zn is a constant vector. Since An is a constant matrix, we have 
(according to the property 4° of the matrizant)

(Azz) = exP
0 A'|A|

1 0
r (2-9)

This may be rewritten by the aid of the Sylvester expansion as follows :
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(2.9a)exp

where

i rp
(2.10)

1

and
1

(2.11)
1

1

Since we require in (2.4) that

0
as r -> oo,

.()/’

(2-12)-zz -

(2.8a)

equal atbecome
r

(Ar)

Since and C2#0, we must have

(2.14)

21 =

It is now required that the vectors
= L:

1
2S2 =

1 + exp(-| Â |A| z-)S2,

the vector zn in (2.8) must be chosen that ^iZIT = 0, i. e.,

c^zz
dr

U7zz '

det ûf(A,)

(T1

C2 being a real constant. We then have

so
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This is the equation which must be satisfied by the discrete eigenvalues 
of the eigenvalue problem (2.1). The problem of determining the discrete 
part of the spectrum of (2.1) is thus reduced to the problem of forming the 
matrizant (Az). In general, the left-hand side of (2.14) will appear as 
an absolutely convergent power series in | k | A |.

The eigenfunction of (2.1), which belongs to the eigenvalue obtained 
from (2.14), will be, according to (2.2), (2.7) and (2.8a),

(2-15)

The factor x(|2J) is obtained from (2.13) and the constant CY determined 
from a normalizing condition. As is seen from (3.1c) below, R(r) behaves 
at the origin as was required in (2.1).

3. Procedures for Forming the Matrizant w

Because of the special form of Aj the matrizant (A7) may be formed 
rather easily (2) (3) :

{ û; (Az) ) n - 1 - k \ ( IAI + V (r4)) dr, \ dr2
Jo Jo

i‘r /»n /*r 2 ,»r3
+ k2 \ ( 121 + V (rq)) Aq \ dr2 \ ( | Â | + V (r3)) dr3 \ c?r4 + . . .

Jo Jo Jo Jo

-AUlAI+VCr,))*,
Jo

r*r  pr2
+ A2 \ ( IAI + V (r,)) dr, \ dr A ( | A | + V (r3)) dr3 + . . . . 

Jo Jo Jo
pr pn r»r2

{ (Ar) / 21 = r ~ \ ^ri \ ( I I + V (r2)) (^r2 \dr3+ . . . . 
Jo Jo Jo

(3.1a)

(3.1b)

(3.1c)

pr r»ri
{ ( Az) ) 22 = I - A \ dr4 \ ( | A | + V (r2)) dr2

Jo Jo
i*r  pr2 pr3

+ A2 \ dr A ( | A | + V (r2>) dr2 \ dr, \ ( | A | + V (r4)) dr4 + .. . .
Jo Jo Jo Jo

(3.1 d)
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It remains, however, to rearrange these into a power series in |Z|.
In the following we shall introduce a procedure which yields more 

directly the matrizant as a power series in Z. First, however, we write the 
potential function V(r) into the more convenient form

V(r) - +

Then we

(3-2)

0

ÅV0/Å

(3-3)

series in

Az =

where we introduce the dimensionless quantities z2 = /c|Z|L2 and Zq

By applying the property 3° of the matrizant we obtain

where — Vo = min V(r) and where u>(£) is a function integrable in the Lebesgue 

sense over the interval [0, 1] such that w
rewrite the matrix Az as follows:

The second term on the right-hand side now appears as a power
|Z|. The convergence of this series for all r£[0, L] and, as a matter of fact, 
the existence of such a power series, follow directly from the properties 
of the matrizant.

We see that the forming of the matrizant Qr0 (Az) will take place by the 
following four steps :

— Z2

1° The
2° The
3° The

4° The

forming 
forming 
forming

forming

of (A/o).
of [^(Ajr1.
of the matrix S = [ß£(A/o)] 1 AZo (A/o).
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Step 1°: The matrizant ßg (A/o) is formed most conveniently by means of 
the following relationship (4) :

r
LQr0

1 32
£-2X0W

0 / LfûuOûdf, û22(o I

with

fin(o =
n = 0

fi22(O-
71 = 0

f*£  (*̂ i  f*ê ‘2n-2 P&n-l

«2n = \h>(£i) dÇ3 . . . \w(£2w-i) d£2n_x\d£2n
Jo Jo Jo Jo Jo

f*£i  P&n-a d&n-l

«2« = \d^1\iv^2)d^2\ d%3. . . \d£2nAw(£2n)d£2n
Jo Jo Jo Jo Jo

(3.4)

(3-5)

Step 2°: The inversion of -Qq (A/o) is particularly easy to carry out:

Ï212\
\“21 *̂22/

[detP£(A/o)J 1

But according to the property 5° of the matrizant, since Tr AIo = 0, we have 
det ï2q (A/o) = 1.
Hence

(3-6)

Step 3°: Both /2q (AZo) and [£?q (A/o)] 1 converge absolutely for all re [0, L]. 
Consequently we may form the product
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which will also be an absolutely convergent series for all re [0, L]. By 
using (3.4), (3.5) and (3.6) we obtain

(3-7)

with

A, (3-8)

Step 4°: By using (3.7) we now obtain

OC

_i/i —1—0 in — 2 — 0

i 2

*0

(3.9)
= / + G2-^o)

* 0ii — 0

,>(4,)«^ IX

z i = 0

00

-L2

+ G2-^)2

+ (â2-a2)3

^2 (>2) ^^2
1 0

> V'

it = 0
oo

2 5

n2m(ty a2(q-m) ( <0

I in in — ]

n = 0

Î3

in — 0

ywfi) «A

(£'>a(fi)''fi)(£<î-m> (fi)'/fi

/•2 — 0 il — 0

A-2
• • • \^2(/n_j-i 

do

oc
------- 7

is = 0

is é<s2

X 8 v2i,(fi)</fi\A2<i,-i,>(f2)rff2\‘42<‘.~<.
,ii = 0 0 = 0 *-0  ’0 ’0

[^(A/o)l

m = 0
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The absolute convergence of the above series follows from the absolute 
convergence of the matrizant and of the series (3.7).

In practical applications one would use, instead of (3.9), an approximate 
expression consisting of a finite number of terms. The accuracy of the 
approximation is easy to control when the formula (3.9) is applied.

We shall now consider the simplest eigenvalue problem of CASE I, 
i. e. the square well, applying to it the formulae (3.4) and (3.9)1.

It is clear from these formulae that the treatment of a more general 
case would be essentially the same.

Now we have

Ar = Ar. + £2 (^2 - ^o)

from which it follows that

and

(3.11)

Hence

^“('k)rl(o o)ßS(‘4/,)~(-L2J2

We then obtain from (2.14), (3.9) and (3.11)

1 Actually the matrizant method yields the well-known transcendental equation

(3.10) 

for the discrete eigenvalues in the case of a square well. If we make use of the fact that A/ is 
now a constant matrix, we first obtain (3)

after which the above formula is easily derived from (2.14).
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1 -1 (A? - A2) + T - A2)2 - ~ (A? - A2)’ + ... 

14«-Â2>+ÎT0«-Â2>2-5ÏÏÏ0«-^+ "

Let us choose Aq = 4, in which case there will be only one discrete eigenvalue. 
Our formula gives A2 = 0.4102, and the exact formula (3.10) gives A2 = 
0.407118. The error thus amounts only to about 0.74 percent.

4. Case II

We now have f#0, n#0, and b # 0 in (1.1) and (1.2):

(4.1)
d2R 2 dR [jHA| + '('+12) + *a -b kV0 7? = 0
dr2 r dr r2 r

R(0)<oo and 7?(r)->0, as r->oo,

where |A| is again the absolute value of the negative discrete eigenvalue.

It is convenient to replace r by the dimensionless parameter s = -, a being 
a length suitable for the problem considered:

d2R 2 dR
ds2 s ds

R (0) < oo and 7?(s)->0, as s->oo,
(4-2)

where we have written

A = ko2 IAI, A = ka, G = kab, and (s) = ka2 Vo (as).

where9

(4-3)R = sp iv (s),

eigen-V) (s) 0, and for se

values is then obtained, as in section 2, from the condition that these solutions 

must be equal for s = —.
We substitute

We must again find the solution of (4.2) separately for se 0, —
(7

, where V1(s) = 0. The equation for the

where p = in (4.2) and find by a straightforward calculation
2
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= O+
1 O

(4.4)

O,and< OO as s-> oo.

s = o

of the formThe matrix differential equation (4.4) is

(4.5)0

with

and P =
0

, because the ele-

(4-6)-<Z>(s)

and postpone the determination of this form to the next section

It will be convenient to start from the equation (4.2). By substituting

(4-7)

P-i =

dz
ds

, as s —> oo.

1 0

(p-l \
The solution of (4.5) is not the matrizant £?qI—-—I-PI

p
ments of the matrix —^ + P are not all integrable over 0, — . We shall use 

s L o'.
temporarily the expression

1 * 
ds I

\ w

for se 0, —
u

(the matrix (s) is given there by (5.17)).

We now want to find a solution of (4.4) for s£|—, oe| (where V1(s) = 0) 
IT ’ O’ /such that

L
a
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we arrive at the Whittaker differential equation (7)

where k = —7=
2 I /A

The general solution of (4.8) is, according to ref. (7),

w(x) = hkWkm{x) + h2W_ktm{- x}, (4.9)
where

Wjt, m (æ) (4.10)

and where h1 and h2 are arbitrary constants. Since (æ)-> 0 but 
W_km (-x) -> 00, as x->oo, we must set h2 = 0. The solution of (4.2) is 
thus given by

/f(s)=^wt m(2|//ls). (4.11)

By making use of the identity (cf. ref. (7))

The solutions of (4.2) which are valid in the intervals DC

L
are given by (4.6) and (4.13) respectively. At the points = — they must become 
equal :
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The equation (4.15) is now the equation for the discrete eigenvalues 
of (4.1). The solution of the eigenvalue problem (4.3) is thus reduced—if 
we consider the Whittaker function (x) as a standard function—to the 

forming of the matrix a task which we shall undertake in the next
section.

The eigenfunction Rt (s) which corresponds to the eigenvalue A{ is 
obtained from (4.6), (4.11) and (4.15):

(0. I)

vvk,m

0\ „ „ 0,. C, for .se
• \ 1 / a

(A) Ci for se
L
(7

(4.16)

where the factor x (A^ is defined by (4.14). The constant is obtained from 
a normalizing condition.

5. The Solution of the Matrix Differential Equation
dX
ds

X= 0

An excellent account of the properties of matrix differential equations 
of the form

may be found in the book by Gantmacher (1> 
Mat. Fys. Medd. Dan.Vid. Selsk. 32, no. 4.
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The following theorem, a special case of a more general theorem by 
Gamtmacher (1), holds true:

Theorem: If (1°) the power series of

•s m = 0

is convergent for se 0, a and if (2°) no two eigenvalues of differ by

an integer, then the solution of the matrix differential equation

will be of the form

dX 
ds -P(s) X = () (5.1)

X = A (s) exp (P_! Ins) = A (s) sp_1, (5-2)

where the matrix function A(s) is regular at s = I) and where A(0) = I.
Our matrix differential equation (4.5) satisfied the conditions 1° and 

2° of the theorem. Indeed, according to what was said on page 3, the matrix 
P(s) may be expressed as a power series

iv

m = 0

absolutely convergent for se Furthermore, the eigenvalues of P_x

are zero and — 2(p+l) = — (2 I + l)2 +4 ak + 1 ], where, according to our
assumption about I and u, the eigenvalue -2(p+l) is not an integer.

Our problem is now to form A(s). This we could do (cf. refs. (1) and (6))
by forming and solving an infinite set of equations for the matrices An of

a (S) - y -v".
n = 0

But this would be nothing else than solving (4.1) by the power series sub-
stitution

oc
R (s) = sp ansn,

n = 0

a procedure which would not be very efficient. In the following we shall 
develop a procedure which is very similar to that employed in section 3.
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It will be convenient to replace the matrix X of (5.1 ) by the new unknown 
matrix Y defined as follows (1) :

y = TXT~l, (5.3)
where

2(p + l)

0 1

We then obtain from (4.4) the following differential equation for Y:

where

and

f) =
/“ 2(p + l)

-f + A-V^s?

~ß a =___
p 2(p+iy

(5-4)

(5.4 a)

According to the theorem on page 18 the solution of (5.4) will be of the form

Y = A (s) se, (5-5)

where A(s) is regular in . The substitution of (5.5) in (5.4) yields the

following equation for A(s):

1
~+-(AO-0A)-yA = 0. 
as s (5-6)

We substitute here, as Erougin does in a different connection (5)

A = s° C(s) s~e

and obtain the following differential equation for C(s):

(5-7)

(5.8)

where
2*
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Z? (s) = s~° y s9 =
ß [-ßz + A-V^s)] sa\ 

ra -ß I

a = 2 (p + 1 ) and ß

(5.9)

The equation (5.8) is satislied for st s0, s0>0, by the matrix series

(5.10)

where, in carrying ont (he integrations, we put constants of integration 
equal to zero in all terms. The uniform and absolute convergence of (5.10)

for se s0 L
a

s0 > 0, is easy to verify. Consequently

/i s \ /i * i Si \A(s) - Z + sö \ s“0 + sö \ BrfsA B(7s2 s"0 + .... (5.11)

is an absolutely and uniformly convergent series for st s0
L
o

. But the series

(5.11) converges in an arbitrary neighbourhood of the origin.
Indeed, if

??0 = max{/9, 1 - ß2 + A - (.$•), -ß, 1 )
we have

fs /' 1 sa\

/ 1 sa\
X/idsAsds^a^2? _a J

as is easily shown by induction. Here use has been made also of the fact 
that a > 2. Hence

(‘5 i,Si i*®"  /1 1
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The series (5.11) thus converses absolutely and uniformly for se 0, - ),
L - ^o/ 

()< /7o<OC)- H follows that the matrix series s® £} (B) s~® converges absolutely 
and uniformly and satisfies I he differential equation (5.4) in the whole

interval . Since (s) in (5.9) is an absolutely convergent power series

in s, it follows—as would be easy to show—that all terms of (5.11) have 
power series in s as elements. Besides, Ô(B)s~ -+I, as s-*0.  From the 
theorem on page 18 we conclude that

V = { s0 £> (B) } s° (5.12)

is a solution of (5.4) (we do not write Y = s° Ö (B) since we want om
solution to appear in the form suggested by the theorem). From (5.3) it 
follows that the general solution of (4.5) is given by

- = T-^yS0 f2(B)s~e}sB Tz0, (5.13)

where z0 is an arbitrary vector. From (4.3) and (5.13) it is then seen that

(5.14)

The vector r0 must be chosen so that the condition /?(()) <oo (cf. (4.2))
is fulfilled. Now

From (5.14) and (5.15) it is clear that we must set

(5.16)
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The ø(s)-matrix of (4.6), (4.14), (4.15), and (4.16) is thus

s
0(s) - sp~l

the matrix y having been defined in (5.4a).
The eigenvalue A is contained in y. In practical applications one prefers, 

however, to have the matrix 0(.s) in the form of a power series in A. In 
order to achieve this, we first rewrite y as follows:

where
7 ■= 7i + Ä 7s.

-/?2-Vi(^ /() 1
and =

\() 0

The differential equation (5.6) will then appear in the form

dA: +1 (A 0 - 0 A) - (y, + A /2) A - I).

We substitute
A = Ax D,

with
A^s^^y^s-6,

(5.IS)

(5.19)

in (5.18). As is seen at once, At is the solution of

ir+^(Ai0“eAi) ~yiAi_"
Ax(0)-7.

Remembering that the inverse of Aj exists for every se

we obtain the differential equation

(5.20)

(cf. ref. (6)),

^ + ^(£>S-0D)-A(Ayy2AL)D-<) (5.21)

for J). Since A(0) = A/0) = /, we require that 7)(0) = I. Before we are able 
to write down the solution of (5.21), we have to consider the matrix 
A^171A1 a little more closely. Instead of directly inverting the matrix A1; 
we may proceed as follows: It is easy to verify that A^1 satisfies the differ
ential equation
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J,y + - (Yd-OY) + Yyi = O (5.22)
as s

and furthermore, when we require T(0) = I, that

for se

Y = s0 ip ( - s 0 y 1 s0) s 0

where

(5.23)

(5-24)

_ a n fl _fl fl _ fl
(F standing for s yrs ). The matrix s ip (s yis )s is an absolutely 
and uniformly convergent power series in s, as is easy to show by a proce
dure practically identical with the one used in connection with (5.11). 
It follows that the matrix A A^1y2A1 is an absolutely and uniformly con
vergent power series in s. We conclude from this that the solution of (5.21) 
satisfying the condition 74(0) = 7 is given by the matrix

1) = s° Q { A s-Q [se ip ( - s~6 71 s°) s~e] y2 [s6 Ö (<0 71 s°) s~°] s° } s~°. (5.25)

Finally we obtain from (5.17), (5.19) and (5.25)

0(s) = sp j s° °y1s°)s ü (5.26)

s° Ö { A s~6 [se ip ( - s"0 71 s0) s"0] y2 [s° Q (s’0 s0) s“0] ,s° } <0,

which is clearly a power series in A. In (5.25) and (5.26) we have maintained 
the forms .s° 72 s-0 and s° ip s~® since they are matrices with power series in 
s as elements. Everything that was said in section 3 in connection with 
(3.3) will hold for (5.26).
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